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Visualization & Data-Intensive Computational Science

General

The 21st century has opened a new paradigm for science and research. With the increase in accessible, powerful technology, the computational sciences are contributing more and more to our understanding of the world around us. Computational modeling and simulation represents a new branch of scientific methodology, alongside theory and experimentation. In many aspects, computational resources provide a virtual laboratory to conduct scientific and engineering investigations. This trend impacts many fields and adoption must be enabled with capable hardware, usable software infrastructure as well as education and training programs.

Infrastructure and Support Services

Visual communication is the common denominator of the Knowledge Economy- visualization and graphical methods provide a platform for analysis and insight into increasingly complex systems. In computational science, where the data is large and heterogeneous, such tools are crucial to progress. We will leverage MAPP experience and expertise to production-grade problem solving environments such as the TeraGrid. Improved data support and new science gateways for experimentation and analysis will result from this proposal.

The MAPP proposal represents a quantum leap for the Mid-Atlantic region and the TeraGrid community- faster I/O though-put and significant processing power will enable new and larger problems to be solved. Data-intensive science areas are indeed diverse. From Astronomy, Earth Science and the Environment, Multi-scale Science and Engineering, Socio-technical Networks, Computational Biology & Life Sciences, to Computational Linguistics, researchers will benefit from improved tools and more capable resources.  MAPP’s broad impact will be to scale simulation, data processing, and visualization services to the scale of emerging problems.

HCI & Visualization Research

Across domains, researchers, engineers, and designers are faced with large volumes of data that are heterogeneous in nature. While computers can provide excellent memory and computational prostheses for solving complex problems, they are unable to match the human’s abilities for pattern-recognition, creative reasoning, and insight. It is imperative that next-generation visualization interfaces leverage the strengths of the human operator to create useful and economical tools for analysis and decision-making. In order to investigate and communicate complex phenomenon in science and education, we must apply the methods of Human Computer Interaction to visual computing.

There are many visualization and analytic challenges facing data-intensive computational science. Effectively managing the scale of data to the scale of human information processing is the goal. Through recent research in perceptual bandwidth, and visualization techniques and display venues, new opportunities for scientific insight and productivity have emerged. One Grand Challenge, recognized by the National Academy of Engineering (NAE) is to improve Virtual Reality technology and usability. The MAPP Visualization science team is well-positioned for this purpose and promises to transform the way tools are designed for human embodiment and cognition.

Infrastructure

Virginia Tech Visualization Experience

The faculty and staff at Virginia Tech have successfully run immersive visualization facilities for over ten years. These facilities have served faculty and students from all colleges and institutes on campus and have had significant benefits for the community through tours and outreach activities. The display venues and software tools have provided a platform for ground-breaking science in many disciplines.  

To date, scores of publications, dozens of advanced degrees, and over eleven million dollars in research funding have been enabled by the VT CAVE facility’s unique capabilities. As an open and collaborative venue, the CAVE has enabled innovative CyberArts exhibits, prize-winning solar house designs, and training applications.  In addition, a number of graduate and undergraduate science and engineering class projects include options for a CAVE component.

From single monitors to multiple screen and projector systems, Virginia Tech provides a ‘Spectrum of Immersion’ for research and education. This capability allows researchers to mine and explore their data in different visualization venues, leveraging the power of technologies such as view-surround, stereoscopy, tracking to their problem. As an enabler of insight and excellence in multiple disciplines, it is important that an advanced visualization venue keep pace with the size and complexity of modern problems. Display resolution, brightness, and unencumbered interaction are key targets for the next class of system.
Hardware

    In 1995 Virginia Tech began planning a new building the Advanced Communication and Information Technology Center (ACITC) otherwise known as Torgersen Hall.  Nine faculty were identified as “building authors” who were asked to lead their respective areas as a university-wide multidisciplinary activity in not only research, but also education and outreach.  Several information technology activities in the ACITC: Digital Libraries, Human Computer Interaction, High Performance Computing, the Institute for Distance Learning, and Center for Geospatial Information Technology. 
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Through a series of NSF grants and cost sharing from 4 colleges, the VT CAVE was built as part of the University Visualization and Animation Group (UVAG) facility in the ACITC. The VT-CAVE is a large-scale immersive virtual reality facility driven by open-source software on a Linux cluster. The VT-CAVE consists of three back-projected 10’ x 10’ walls and one floor where 1280x1024 active stereo images are rendered. The CAVE system provides a unique capability for surround, presence, and embodied (natural) interaction. Head and interface tracking is accomplished with a high-accuracy, low-latency ultrasound Intersense IS-900 VET tracking system. In addition, a MOOG motion platform embedded into the floor of the CAVE provides a 6-degree-of-freedom hydraulic floor frame that can be synchronized with the CAVE graphics system (one of the few in the world).

Stereo walls: Research Computing administers a number of large format, non-surround stereo visualization venues in Torgersen Hall and Andrews Information Systems Building. Both are bright DLP projectors projecting 1440 x 1050 pixels at 6’ x 8’ large. In the Torgersen lab, there is the Fakespace ROVR system, which is back-projected, has active stereo and head and input tracking via an Intersense IS-900. In Andrews, the CyViz Vis3D passive stereo projection system is front-projected in a conference room.

Torgersen Lab: A number of Linux, Mac, and Windows workstations are available for use in Torgersen 3050. These workstations provide the all programs in the Visual Computing software stack as well as licensed seats of commercial software. For example, Okino’s PolyTrans/NuGraf system provides a wide variety of file conversions and 3D Studio Max provides advanced modeling and rendering capabilities.

Software & Support

Over the last twelve years, the VT’s Visualization and Animation Group (and more recently ARC Visual Computing Group) has continued to support a wide range of faculty, students and community activities in Research, Education, Outreach. Through support efforts in Torgersen and around campus, ARC has provided visualization expertise, software and facilities for a wide range of faculty and student research projects: the evaluation of novel visualization techniques and the benefits of immersion, new tracking methodologies, physical simulation, autonomous vehicle design and simulation, geo-mapping, green design, and mine safety training just to name a few. We continue to engage and deliver visual communications solutions for the many disciplines around campus.

Consulting 

Addressing the needs of so many stakeholders has required a disciplined, ‘tiered’ approach. The ARC Visual Computing faculty and staff provide expertise to:

· consult with researchers and educators about applications of HPC and visualization technology; if they don’t exist,

· develop visualization tools and collaborative infrastructure for domain experts and HPC users; if too large a problem,

· develop additional grants and funding streams with domain experts to include visualization tools and HPC

Software Stack

Through experience and formal instruments such as surveys and interviews, we completed an assessment of the tools and workflow of scientists in a variety of domains. 

Crucial to the success of visualization support is an understanding of the data and the goals of the end users. We have focused on content pathways to manipulate data within and between HPC systems such as clusters and shared-memory machines. For example, we have targeted each domain with an install base of commonly-used and open source software covering: Molecular Dynamics, CAD/CAM, Architecture, Fluid Dynamics, Geospatial and Geophysical domains, Medical Imaging as well as general-purpose 3D content applications.

In addition to supporting ISO standards such as Virtual Reality Modeling Language (VRML) and Extensible 3D (X3D), the group at VT has developed a number of open source software tools to make the development and deployment of virtual environments easier. Through Virginia Tech support, the DIVERSE toolkit for example (Kelso 2002) has recently been extended to support common OpenGL apps including VTK, Coin, OpenSceneGraph across Mac, Linux, and Windows.  The goal of the DIVERSE toolkit is to run VR visualization applications across desktops, walls, and CAVEs without recompiling them; device and scene data may come in locally or across the network. The codebase also includes a cluster rendering component called Diverse Adaptable Display System (DADS), which allows affordable COTS boxes to be used to drive interactive CAVE environments.

Toward the goal of platform interoperability between desktops, the CAVE, satellite sites, and HPC resources, VT ARC will continue the development of open-source solutions for information management, delivery, and visualization. This development includes informatics gateways and lab management software as well as visualization components and web services for individual or collaborative use. The group actively participates in international standards (e.g. ISO, Web3D, W3C, DICOM, OGC) development for networked 3D graphics and visualization systems, further broadening the impacts of MAPP members’ research and results.

Visualization Gateways

As data sets continue to grow in size and complexity, new architectures and approaches are required. ARC has recently put in place a number of machines to provide data transformation and rendering services for data on the HPC file system. These ‘Remote Visualization’ gateways provide a means to leverage the IO and processing power of centralized resources and deliver imagery to clients at interactive framerates. While all the tradeoffs CPU, GPU, and RAM are not yet known, VT is actively working with colleagues at Oak Ridge National Laboratories to benchmark codes such as Paraview and Visit for remote visualization Quality of Service (QoS). 

MAPP will leverage this experience in deploying visualization infrastructure resources for TeraGrid and MAPP users.
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Virginia Tech Visualization Infrastructure Proposal

As a TeraGrid resource provider, MAPP will provide computing, storage and visualization facilities to the scientific community. We will expand the capabilities of existing Science Gateways and create new portals that researchers across the nation can use for research and education. The breakdown of usage by discipline is shown in FIGURE X.

<PARAGRAPH REMOVED PENDING VT APPROVAL>
While some commercial and open-source solutions exist (e.g. IBM's Deep  Visualization, Sun's SunFire Vis Servers, and Sandia's Paraview software), they fall short in a number of respects. First, they are frame-based, which means they send pixel information over the wire - a solution that does not scale well. Second, they do not adapt their rendering to the client's bandwidth and processor limitations or task. Third, they do not support Multi-User integrated information spaces. We propose to address these problems in our development and deployment of real-time visual analytic services.
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The results of this infrastructure will have broad impacts across scientific disciplines. The MAPP resources will serve many groups across the nation and this acquisition will benefit all of them from molecular dynamics to ecology. However, there are even broader impacts of this infrastructure. The infrastructure for delivering interactive visualizations across heterogeneous networks can be used to cross the digital divide and serve our rural citizens and schools. Such a delivery mechanism for interactive graphics for science is essential for American competitiveness.

Hardware

<PARAGRAPH REMOVED PENDING VT APPROVAL>

MAPP will initially provide six servers for hosting the multi-user worlds collaborative science gateways. 

… SUN HERE?… 

Software & Services

TeraGrid Science Gateways include visualization and web services such as data and experiment management tools, rendering applications, wikis, forums and listerves. The  visualization software stack  (e.g. Paraview, Visit,) will be run on the GPU cluster. We will also add support for the DIVERSE toolkit including VTK, Coin, and OpenSceneGraph applications.

ISO Standards

Above and beyond the Common TeraGrid Software Stack, MAPP will lead the development of new functionality for TeraGrid users. First we seek to increase the accessibility, interoperability, and durability of leading-edge science. To achieve this, we propose to improve the support for ISO standards in the visualization software stack. Formats such as VRML and X3D provide data, runtime behavior, and scripting for web-based virtual worlds. This proven technology provides many crucial features for TeraGrid users including a full-featured scene graph, binary encodings, metadata, and XML integration (Web3D; Polys 2008). With the recent accomplishments in ISO standardization and international adoption, it is time for robust ISO support in open-source tools such as Paraview, Visit, DIVERSE, and SAGE.

Multi-User (MU) Science

Second, we want to improve the collaborative features of the TeraGrid Science Gateways. Consider multiple collaborators examining a recent simulation data set; to be productive in this work, a number of tools and technologies must converge. For example, they must be provided with situational awareness about the space and the players, they must integrate multiple information types (e.g. spatial, abstract, temporal), they must have visual communications cues (such as avatars pointing), and navigations such as ‘tether’ where all user views follow a leader. Including coordinated multi-views,  multimedia, real-time chat and session logging will provide full featured collaborative environments. Multi-user virtual worlds have also been targeting as emerging technologies of interest to educators in the Horizon Report from the New Media Consortium (Consortium 2007).

MAPP will begin by providing a small number of servers to host collaborative worlds. These machines will provide the capability for online world persistence and the sharing of interaction events for collaborative sessions. While platforms such as Second Life and online games have demonstrated the feasibility of large-scale MU environments, they are qualitatively different from visualization environments for science and engineering. The collaborative VR schema we will develop (below, Vis Science) will leverage best [image: image6.jpg]new\Display Search (ENY:
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practices in visual analytics, computer-supported cooperative work and network Quality-of-Service (QoS).

To achieve this infrastructure vision, we will revive the Network Working Group of the Web3D Consortium and lead the effort to standardize basic network protocols for shared virtual worlds. The proposed standards will be informed by the basic research we will conduct. By focusing on open standards for deployment of Multi-User worlds, we can insure free access and no IP encumberances for the MU infrastructure of the TeraGrid.

Visualization Venues: Visionaria

<PARAGRAPHS REMOVED PENDING VT APPROVAL>

Visualization Science

Virginia Tech: Visualization and Virtual Environments

The benefits for data analysis have been demonstrated by recent research at VirginiaTech’s Center for Human Computer Interaction (CHCI, http://www.hci.vt.edu/). For example, immersion and high-resolution graphical interfaces (such as the CAVE and the GigaPixel) can have significant performance benefits for analysis and decision-making tasks especially when the data is large or heterogeneous in nature (Raja 2004; Ni 2006; Yost 2006; Bowman 2007). 
Visual computing tools facilitate analytical reasoning on large heterogeneous data sets through interactive visual interfaces (Friedhoff 2000). These include graphical user interfaces, virtual environments, information visualization, and augmented reality. Such tools are also known as ‘visual analytics’ tools and enable understanding of complex data such as simulation and numeric computations, data-mining and statistical methods. The development of new visual interfaces that leverage the power of human perception for decision making and discovery is recognized as a priority for further research (C. R. Johnson 2006; Thomas 2006; NAE 2008). We propose to advance the utility and usability of TeraGrid tools through basic research in immersive and collaborative visualization in integrated information spaces. 
This research has significant intellectual merit due to its new model of distributed computation and service-based visualization. The proposed framework extends international web standards, visualization tools and network protocols to enable remote and collaborative work. Based on user tasks and interactions, the system adapts its rendering and composition pipeline, and the user interface to deliver information-rich environments on demand and at interactive frame rates.

Information Visualization

High-Res, Large-Format Displays

Senior Personnel: Amitabh Varsheny

<AMITABH ‘s parts here >

Virtual Environments

Benefits of Immersion

Senior Personnel: Doug Bowman

3D scientific visualization using virtual reality (VR) technologies has become common in academic research laboratories, and in some industrial settings as well. But there is inevitably a question of cost-benefit: does the use of an immersive VR system, such as a CAVE,  provide enough additional insight, efficiency, or accuracy to justify  the much-higher cost of its use? Could we receive a large percentage of this benefit by simply upgrading the researcher's desktop (e.g.,  with a stereoscopic monitor or with multiple tiled displays)? The VR research community has not yet provided answers to these questions on the whole. Our research agenda is to evaluate the effects of immersion on a component-by-component basis, for a range of user tasks and application areas (Bowman 2007). In other words, we aim to determine the effects of components such as wide field of view, stereoscopy, and head tracking (and all the combinations of such components) on measurable outcomes such as spatial understanding,  visual search efficiency, or navigation accuracy. To date, we have run dozens of experiments and have learned a great deal about the effects of immersion,especially for understanding of complex 3D scenes (Bowman 2004; Narayan 2005; Polys 2005c; McMahan 2006; Wang 2007).

Our work on the effects of immersion has been quite successful, but has also been limited by the maximum level of immersion possible in current display systems. The research has made use of the CAVE at Virginia Tech, which is capable of a wide field of view, moderate  field of regard, stereo, and head tracking, but which is also very  limited in terms of resolution, brightness, and 360-degree surround.  Being able to evaluate the effects of much higher levels of immersion using the proposed infrastructure would allow us to understand the effects of immersion more fully. The proposed equipment would allow us to simulate actual displays ranging from a typical laptop monitor up  to extremely high-end VR systems, and everything in between. Thus, controlled experiments on the effects of immersion would have more generalizable and useful results.
Multi-User Virtual Environments

Senior Personnel: Denis Gracanin

Multi-user virtual environments, computer games and related applications are more and more focusing on collaborative aspects, be it a collaborative engineering design, education or gaming (Zyda 2005). While visual analysis is primarily a single-user activity, the increasing scale and complexity of data sets necessitate the support multi-user, collaborative visualization. Collaboration among multiple users brings together different and diverse expertise, experience and insights. Designing collaborative visualization applications require novel methods of presentation, interaction, and sharing. We can leverage experiences from the current revolution in video-gaming and its application both for entertainment and serious purposes (Zyda 2006).

Designing visualization tools involve a combination of off-line and real-time simulation with the existing data sets to to realize a tightly coupled steering loop, integrating new simulation technology and interactive visual analysis (Matković 2008). The well-known techniques like multiple coordinate views, composite brushing and focus+content (Konyha 2006) lend themselves to a distributed, multi-user framework. Collaborative visualization is a dynamic process where the users need not to be "together" all the time. Instead a truly flexible and interactive collaborative visualization should allow users to split into ad-hoc groups that change in number and size. A networking infrastructure based on the results from game engine development can be constructed from off-the-shelf component in an efficient and cost-effective way. With the anticipated move to IPV6, such an infrastructure can then take advantage of IPV6 QoS mechanisms (real-time support and flows), security, routing and addressing (multicast and anycast groups) (Huitema 1998). 

Information-Rich Virtual Environments

Nicholas Polys (Visualization Research Team Lead)

The canonical virtual environment (VE) application is the walkthrough – a three-dimensional world made up of geometry, colors, textures, and lighting. Walkthroughs [image: image7.jpg]1,4-Dihydronaphthalano -
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contain purely perceptual information – that is, they match the appearance of a physical environment as closely as possible. In traditional information visualization applications, on the other hand, the environment contains purely abstract information that has been mapped to perceptual dimensions such as position, shape, size, or color. We propose to extend a new research area at the intersection of traditional VEs and traditional information visualization: Information-rich virtual environments (IRVEs) start with realistic perceptual information and enhance it with related abstract information (Bowman et al, 2003).

IRVEs can be applied to a wide variety of domains because the relationships and links between abstract and perceptual information that are common in the real world. For example, an architect is interested not only in the aesthetic qualities of her design (perceptual information), but also in building materials, dimensions, and costs (abstract information). A physics student benefits from both equations (abstract) and observation (perceptual). IRVEs seek to present both types of information, making clear the relationships within and between them. Because scientists are attempting to extend existing knowledge, they do not always know what they are looking for. As a consequence, the necessary ingredients for analysis and discovery may not be known a priori. Visualization tools must be flexible enough to support opportunistic questions and hypotheses with little specialized modification. 
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We have strong foundations for this research. For example, we have examined the information transmission value of specific combinations of Depth and Gestalt Cues in IRVE layouts (Figures X, X). A number of empirical results have emerged that provide a basis for design guidelines and for further research. For different tasks (such as search or comparison), information criteria and targets (spatial, abstract, temporal types), and display sizes (desktop to walls), users rely on different combinations of perceptual cues to integrate disparate information types. The configurations of visual information have significant impact on user performance and satisfaction. (Polys 2006).

It is clear that the computational cycles and network resources devoted to data transformation, rendering and sharing can be optimized for the human user. We have deployed a standards-based (ISO), web middleware framework that implements these mappings for IRVE representations for large data across scales (e.g.(Polys 2003; Polys 2004d; Polys 2007)).  Such a gateway for delivering interactive visualizations across the web can be used to cross the digital divide and serve our rural citizens and schools. Such a delivery mechanism for communicating and experiencing science is essential to advancing specific fields and the STEM strategy of education for American competitiveness.

Education and Outreach

Virginia Tech Experience

Faculty Development Institute (FDI)

Deep Media for Research and Education Dr. Nicholas Polys taught this seven session (2 hrs each) course on the production and deployment of Deep Media. "Deep Media" refers to interactive 3D virtual spaces that may include rich media types such as images, sound, video and animation. Attendees critically examine the features and methods of different publishing approaches and leave with the knowledge and skills to translate and publish their content in next-generation information spaces.

Parallel Programming Drs. Cal Ribbens and John Burkardt taught this course on OpenMP and MPI programming, compiling, and debugging for ARC research machines (fall, spring).


Strengthening Your Grant Proposal II: Adding High-Quality Computer Visualization with Robert Porter of the Research Division and Dr. Chris North of Computer Science, we presented two sessions on the many guidelines, gotchas, and angles for successfully integrating a visualization component in grant proposals.

High Performance Computing Bootcamp (Summer 2008, 2007)

For the last two years, and with partial NSF support, VT ARC worked closely with colleagues at the University of Virginia to organize the second intensive course on parallel computation and visualization skills for Virginia researchers. The bootcamp addresses a pressing need  to educate researchers in the skills needed to exploit high-performance computing resources such as System X. This collaboration between the Information Technology and Computer Science personnel of the two institutions is a significant positive development and has improved the capabilities of many faculty and graduate students.

This year, the six day workshop was held July 28 - August 2 in Virginia Tech’s Torgersen Hall with over 65 participants attending from all over the Commonwealth. Faculty and Grad students had lecture and hands-on sessions, which gave them the skills to address the computational science and engineering problems that require high performance:  how to run faster, complete sooner, and tackle problems previously thought too computationally difficult (see below). 

The sessions were taught by Dr. Nicholas Polys, Dr. John Burkardt, and Dr. Cal Ribbens (CS); select meals were underwritten by SGI, Sun, and IBM.This summer, Dr. Nicholas Polys, Dr. John Burkardt, and Dr. Cal Ribbens (CS) led a six day workshop hosted at Virginia Tech.  The bootcamp introduced the attendee to the basics of high-performance parallel computing. 

The course was targeted at graduate students, staff, and faculty with computational science and engineering problems that demand high performance.  Attendees learned how to: 1) optimize sequential applications, 2) understand the basics of parallel computing, 3) write basic MPI and OpenMP applications, and 4) understand the opportunities and challenges of data visualization tools and display technologies. Attendees also used queuing systems such as PBS and use existing high-end resources at UVA and Virginia Tech. 

Topics covered included:

· Performance measurement & optimization

· Parallel computing concepts 

· Interconnection networks

· Vector processors and multiprocessors

· Multi-computers and clusters

· Tightly coupled MPP's

· Limits to parallelization

· Distributed memory computing: MPI (Message Passing Interface) 

· Simple stencil problems (e.g., explicit methods)

· More complex irregular structures

· Shared memory computing: OpenMP

· Graphics and visualization 

· Design effective visualizations

· Manipulate heterogeneous data with common visual analytic tools

· Produce visualizations for collaboration or publication
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HPC Bootcamp Lecture Session
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 HPC Bootcamp Hands-on Session

Outreach

Tours and visits

The visualization venues at Virginia Tech’s main campus have long been a popular stop. Annual visits with external groups include: the Structural Biology Symposium (last 3 years), numerous Middle and High school groups, VA Governor’s schools, REU Experience, VT Stars summer program. 

Virginia Tech Proposal

1] 
Expand FDI and Bootcamp Educational Program to include TeraGrid courseware

2] 
With a new TeraGrid venue in the National Capitol Region, expand class and tour offerings in Arlington

3] 
Focus computational science programs to historically underserved groups

4] 
Provide educational Multi-User access to science gateway content
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Figure X: Equivalent data sets rendered with different dynamic IRVE layout techniques





Figure X: Reported at SC 2006
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